Abstract—This paper presents a vision-based localization and mapping algorithm for an autonomous mower. We divide the task for robotic mowing into two separate phases, a teaching phase and a mowing phase. During the teaching phase, the mower estimates the 3D positions of landmarks and defines a boundary in the lawn with an estimate of its own trajectory. During the mowing phase, the location of the mower is estimated using the landmark and boundary map acquired from the teaching phase.

Of particular interest for our work is ensuring that the estimator for landmark mapping will not fail due to the nonlinearity of the system during the teaching phase. A nonlinear observer is designed with pseudo-measurements of each landmark's depth to prevent the map estimator from diverging. Simultaneously, the boundary is estimated with an EKF. Measurements taken from an omnidirectional camera, an IMU, and a ground speed sensor are used for the estimation. Numerical simulations and offline teaching phase experiments with our autonomous mower demonstrate the potential of our algorithm.

I. INTRODUCTION

In this paper, we present a vision-based localization and mapping algorithm for an autonomous mower. The objective for the mowing robot is to maintain turf health and aesthetics of the lawn autonomously by performing complete and uniform coverage of a desired area. To safely achieve this goal, the system must determine and maintain containment inside of the permitted area. Vision sensors are an attractive option for mowing robots for their potential to enable no-infrastructure installations and perform sensing functions beyond positioning such as determining and diagnosing turf problems.

There have been several research prototypes as well as manufactured products developed for robotic lawn mowing [1]–[4]. Boundary wires are widely used to ensure containment in available products [1]. However, they require users to add infrastructure to the environment which increases setup time and decreases portability. GPS has been widely used for navigation purposes [5] but performs best in a wide open area. It can be difficult to get accurate position estimation results with the GPS in a residential area occluded by walls and tree canopies. RF and infrared signal based methods have also been demonstrated for localization [4], [6] but they can require costly infrastructure.

Fig. 1. Our autonomous mower modified with an omnidirectional camera and an IMU for experiments

In this work, we used a robotic mower from John Deere which is shown in Figure 1. Our autonomous mower is equipped with a ground speed sensor and modified with an omnidirectional vision sensor and an IMU. The task for robotic mowing can be divided into two phases, a teaching phase and a mowing phase as shown in Figure 2. During the teaching phase, the mower can follow a boundary wire temporarily set-up in the lawn or can be tele-operated by a user. Our algorithm defines a boundary by estimating the trajectory of the mower with an EKF while generating a point feature-based map of its surrounding landmarks with an observer. We designed a nonlinear observer to estimate the 3D positions of landmarks with respect to the robot’s body frame. Hybrid contraction analysis [7]–[9] is used to guarantee the convergence of the estimates with a continuous dynamic model and a discrete measurement model. We use high frequency IMU readings for the dynamic model and slow vision measurements for the measurement model. Instead of using an inverse depth parametrization [10] which is known to cause a negative depth problem [11], [12], we derived pseudo-measurements of each landmark’s depth by exploiting different views. During the mowing phase, the landmark and boundary maps can be provided to the mower to estimate the location of the mower. Further, the localization results can be used to determine whether the mower is contained in an area permitted for mowing.

A. Related Work

Simultaneous localization and mapping (SLAM) problems have been studied extensively in the past decade [13]–[15] for autonomous navigation of robots. Robot-centric
estimation opposed to world-centric estimation has also been exploited [16]–[20]. Location estimation with a monocular camera is a challenging problem in part because the distance to a landmark from the camera cannot be estimated with a single measurement. Earlier research [21] solved this problem by sequentially taking measurements from different locations. The position of a landmark was initialized into the map after having enough camera motion to use the Gaussian assumption.

EKF has been widely used for SLAM but it does not cope well with severe nonlinearities. The problem typically occurs when the estimation of landmarks is done in Cartesian coordinates with a monocular camera [22]. Alternatively, the inverse depth parametrization [10] and the anchored homogeneous point method [22] have been proposed. Instead of estimating the location of the landmarks in Cartesian coordinates, the methods use spherical coordinates and homogeneous coordinates respectively. They parameterize each landmark with the location of the camera where it first observes a landmark, and the inverse of the landmark’s depth in a direction from the camera to the landmark. The inverse depth is used to alleviate the nonlinearity of the measurement model and let the EKF to perform better with a Gaussian assumption. However, it was found that the estimation results using an inverse depth parametrization can diverge due to linearization error [11]. An iterative Kalman filter was used in [11] to manage the nonlinearity more effectively. In [12], a logarithm-based parametrization was proposed to prevent such a problem.

There have also been various approaches to designing nonlinear observers to solve the structure from motion (SFM) problem with a monocular camera. In [23], a nonlinear observer was designed with Lyapunov theory to estimate the range of a point feature considering the use of a monocular camera and an inertial sensor. The system was composed of the normalized coordinates of a point feature and the inverse of its depth along the optical axis of the camera. The work was extended in [24] to a structure and motion research. But in contrast with the aforementioned prior work, we derive pseudo-measurements of feature depth instead of using an unmeasurable state of the inverse depth. We then use hybrid contraction analysis [7]–[9] to design a nonlinear observer and guarantee its global exponential stability. In parallel, we estimate the states of the mower with a robot-centric EKF estimator. The estimated location of the mower is used to define a boundary in the lawn during the teaching phase. This information can be used by the mower for positioning and determining containment in the mowing phase.

B. Organization

The rest of this paper is organized as follows. In Section II, we describe the dynamics and measurements for landmark mapping, and design a nonlinear observer with hybrid contraction analysis. In Section III, an EKF estimator is presented to estimate the trajectory of the mower and define a boundary in the lawn. In Section IV, the landmarks are used to estimate the location of the autonomous mower and solve the containment problem with the boundary information. Numerical simulations are shown in Section V. Offline experiments of the teaching phase are presented in Section VI. We conclude with plans for future work in Section VII.

II. OBSERVER DESIGN FOR ROBOT-CENTRIC LANDMARK MAPPING

In this section, we describe the dynamics of the vision system for robot-centric mapping and derive pseudo-measurements of the depth of each landmark. A nonlinear observer is designed for mapping, and the convergence of the estimates is proved with hybrid contraction analysis.

A. Dynamic Model for Landmark Mapping

The dynamic model of each landmark in the robot’s body frame is given by [28]

$$\dot{x}_i = -[\omega]_x x_i - v$$

where $x_i \in \mathbb{R}^3$ is the location of the $i$-th landmark with respect to the robot’s body frame. The x-axis of the robot’s
body frame is pointing towards the front of the mower, and the z-axis is pointing up from the front. For simplicity, all the variables without a superscript are in the robot’s body frame.

The linear and angular velocities of the robot measured in the robot’s body frame are denoted by \( \mathbf{v} \in \mathbb{R}^3 \) and \( \mathbf{\omega} \in \mathbb{R}^3 \). The skew-symmetric matrix \( [\mathbf{\omega}]_x \in so(3) \) is formed from the angular velocity vector \( \mathbf{\omega} \).

We estimate the location of each landmark in the robot’s body frame and let the measurements be linear with respect to the states. Similar to [26], a landmark can be described with a unit vector \( \mathbf{y} = \mathbf{x}_i/\|\mathbf{x}_i\| \in \mathbb{R}^3 \) from the robot and its distance \( d = \|\mathbf{x}_i\| \in \mathbb{R} \). The state vector of each landmark is \( \mathbf{z} = (d, \mathbf{y}^T)^T, \) and the dynamics of the system is given by

\[
\frac{d}{dt} \begin{pmatrix} d \\ \mathbf{y} \end{pmatrix} = \begin{pmatrix} -\mathbf{v}^T \mathbf{y} \\ -(I - \mathbf{y}\mathbf{y}^T)\mathbf{v}d^{-1} - [\mathbf{\omega}]_x \mathbf{y} \end{pmatrix} + \eta
\]  

where \( \eta \in \mathbb{R}^4 \) denotes the disturbance.

**Assumption 1:** The Euclidean distance between the camera and a landmark is lower bounded by a known positive constant. Therefore, we assume that \( d \leq d_0 \), where \( d_0 \in \mathbb{R}^+ \) is a known constant parameter.

**Remark 1:** Assumptions 1 is satisfied due to physical constraints of the system.

Measurements of system (2) is linear to the states. The unit vector \( \mathbf{y} \in \mathbb{R}^3 \) is directly measurable, whereas the depth \( d \in \mathbb{R} \) is not directly measurable from a single image. However, pseudo-measurements of \( d \) can be formulated as described in Section II-B.

**B. Pseudo-Measurements of a Landmark’s Depth**

We formulate pseudo-measurements \( d_k \in \mathbb{R} \) at current timestep \( k \) to acquire the depth of each landmark as

\[
d_k = \|\mathbf{x}_b^0\| \left(1 - \left(\frac{\mathbf{x}_b^j}{\|\mathbf{x}_b^j\|} \cdot \mathbf{y}_j\right)^2\right)^{\frac{1}{2}} \left(1 - (R^T(\mathbf{q}_b)\mathbf{y}_k \cdot \mathbf{y}_j)^2\right)^{\frac{1}{2}} + \xi_{d,k}
\]

where \( \mathbf{y}_k \) and \( \mathbf{y}_j \) are the direction vector measurements of a landmark at timestep \( k \) and \( j \) at a previous timestep \( j \). Noise in the pseudo-measurements \( d_k \) is denoted by \( \xi_{d,k} \in \mathbb{R} \), and \( R(\cdot) \) is a rotation matrix. The robot’s body frame is located at \( \mathbf{x}_b^0 \) at timestep \( k \) and at \( \mathbf{x}_b^m \) at timestep \( j \). In Section III, we estimate the location \( \mathbf{x}_b^k \) and orientation quaternions \( \mathbf{q}_b \) of the robot’s body frame at timestep \( j \) with respect to its current body frame. The current location of the mower with respect to its body frame at timestep \( j \), which is used in (3), is \( \mathbf{x}_b^j = -R^T(\mathbf{q}_b)\mathbf{x}_b^0 \).

**C. Observer Design with Hybrid Contraction Analysis**

The observer presented in this section updates the estimates of the states using vision measurements at discrete-time instances and propagates the motion between the measurements in continuous-time. We use dwell-time \( \Delta t_k = t_k - t_{k-1} \) for vision measurements \( \mathbf{y}_k \) since image processing can be much slower than the inertial measurements which is used in the dynamic model. One can also consider using the direction estimates \( \hat{\mathbf{y}}_k \) to improve the vision tracking algorithm. We can allow sufficiently long dwell-time to track landmarks which are instantaneously occluded in images.

We prove that our observer is guaranteed to be globally exponentially stable by using contraction theory.

Estimation of landmarks is decoupled by using separate observers. This gives us a potential to increase the number of landmarks for the map. It was shown in [29] that increasing the number of landmarks is more profitable than increasing the measurement rate in order to enhance the accuracy of the estimates.

1) **Observer Design and Stability Analysis:** The observer for each landmark is given by

\[
\frac{d}{dt} \begin{pmatrix} d \\ \mathbf{y} \end{pmatrix} = \begin{pmatrix} -\mathbf{v}^T \mathbf{y} \\ -(I - \mathbf{y}\mathbf{y}^T)\mathbf{v}d^{-1} - [\mathbf{\omega}]_x \mathbf{y} \end{pmatrix} \tag{4}
\]

\[
\begin{pmatrix} \dot{d}_k \\ \dot{\mathbf{y}}_k \end{pmatrix} = \begin{pmatrix} d_k + l_{k,1}(d_k - \hat{d}_k) \\ \mathbf{y}_k + ll_{k,2}(\mathbf{y}_k - \hat{\mathbf{y}}_k) \end{pmatrix} \tag{5}
\]

where \( d \in \mathbb{R} \) is an estimate of a landmark’s depth between vision measurements, \( \hat{d}_k \in \mathbb{R} \) and \( \hat{\mathbf{y}}_k \) are estimates of the depth before and after the measurement update at timestep \( k \), \( \mathbf{y} \in \mathbb{R}^3 \) is an estimate of a unit vector from the robot’s body frame to the landmark between its measurements, \( \mathbf{y}_k \in \mathbb{R}^3 \) and \( \mathbf{y}_k \hat{\mathbf{y}}_k \) are estimates of the unit vector before and after the measurement update at timestep \( k \), and \( I \in \mathbb{R}^{3 \times 3} \) is an identity matrix. The user can select observer gains \( l_{k,1} \in \mathbb{R} \) and \( l_{k,2} \in \mathbb{R} \) for \( \hat{d}_k \) and \( \hat{\mathbf{y}}_k \) respectively.

The continuous system (4) for prediction of the states \( \hat{\mathbf{z}}^T = (d, \mathbf{y}^T)^T \in \mathbb{R}^4 \) is switched to the discrete system (5) at every \( \Delta t_k \) to update the states with measurements.

Estimation error for the hybrid system is defined as \( \mathbf{e}_k \triangleq \mathbf{z}_k - \hat{\mathbf{z}}_k \in \mathbb{R}^4 \) where \( \mathbf{z}_k \in \mathbb{R}^4 \) is the ground truth of the states.

**Theorem 1:** The observer in (4) and (5) is globally exponentially stable such that

\[
\|\mathbf{e}_{k+1}\| \leq \sigma_k \|\mathbf{e}_k\| \exp(\lambda \Delta t_k), \quad \forall k \in \mathbb{N} \tag{6}
\]

if Assumption 1 is satisfied and the states are constrained by \( \|\mathbf{y}\| = 1 \) and \( d > d_0 \), and if the observer gains are given by

\[
l_{k,m} = 1 - \exp\left(\frac{1}{2} (\gamma_m - \lambda) \Delta t_k\right), \quad m \in \{1, 2\} \tag{7}
\]

where \( \gamma_m \in \mathbb{R}^- \) is defined by the user for \( \hat{d}_k \) and \( \hat{\mathbf{y}}_k \). The convergence rate of the system in the prediction stage (4) is given by \( \lambda = \lambda_{\text{max}}(F^T + F) \), where \( \lambda_{\text{max}} \) denotes the maximum eigenvalue and \( F \in \mathbb{R}^{4 \times 4} \) is the Jacobian matrix in (8).

**Proof:** We can write the first variation of system (4) and (5) as

\[
\frac{d}{dt} \begin{pmatrix} \delta d \\ \delta \mathbf{y} \end{pmatrix} = \begin{pmatrix} 0 \\ (I - \hat{\mathbf{y}}\mathbf{y}^T)\mathbf{v}\hat{d}d^{-2} - [\mathbf{\omega}]_x + (\hat{\mathbf{y}}\mathbf{v}\mathbf{y}^T + \mathbf{v}\mathbf{v}^T)\hat{\mathbf{y}}d^{-1}\end{pmatrix} \begin{pmatrix} \delta d \\ \delta \mathbf{y} \end{pmatrix} \tag{8}
\]

\[
\begin{pmatrix} \delta \hat{d}_k \\ \delta \hat{\mathbf{y}}_k \end{pmatrix} = \begin{pmatrix} 1 - l_{k,1} & 0 \\ 0 & I(1 - l_{k,2}) \end{pmatrix} \begin{pmatrix} \delta \hat{d}_k \\ \delta \hat{\mathbf{y}}_k \end{pmatrix} \tag{9}
\]
where the virtual displacement $\delta \hat{d} \in \mathbb{R}$ and $\delta \hat{y} \in \mathbb{R}^3$ are infinitesimal displacements [7] at a fixed time instance and $I \in \mathbb{R}^{3 \times 3}$. Let $F_k \in \mathbb{R}^{4 \times 4}$ denote the Jacobian matrix in (9), and let $\gamma = \max\{\gamma_1, \gamma_2\}$. The convergence rate of the state transition matrix in (14), $u = (-v_T, 0)^T \in \mathbb{R}^7$ since

$$
\dot{\lambda} = \lambda_{\text{max}}(P_k^T F_k) = (1 - l_k)^2 
$$

where $l_k = l_{k,m}$ with $\gamma_m = \gamma$.

Consider the observer given by (4) and (5). The condition for the hybrid system to be contracting [7]–[9] is satisfied since

$$
\bar{\lambda} + \ln \bar{\sigma}_k \frac{\Delta t_k}{\Delta t_k} = \bar{\lambda} + \ln \exp \left( \gamma \Delta t_k - \bar{\lambda} \Delta t_k \right) \frac{\Delta t_k}{\Delta t_k} = \gamma
$$

where $\gamma$ is selected to be negative. We then have

$$
\| \delta \hat{z}_{k+1} \| \leq \bar{\sigma}_k \| \delta \hat{z}_k \| \exp(\bar{\lambda} \Delta t_k), \forall k \in \mathbb{N}
$$

and since $\delta \hat{z}_k$ tends to zero, the estimated states converge to their true values globally exponentially fast.

2) Uncertainty Bound on the Estimation Error: Uncertainty bound on estimation error can be analyzed by considering the disturbance $\eta$ and measurement noise $\xi_k = (\xi_{d,k}, \xi_{y,k})^T \in \mathbb{R}^4$, where $\xi_{y,k} \in \mathbb{R}^3$ is the noise in unit sphere vision measurements. Let $\bar{\epsilon}_k = \int_{d}^{\bar{d}} \| \delta \hat{z}_k \| \in \mathbb{R}$ be the quadratic bound of the observer error [7] which considers the uncertainties. Then

$$
\bar{\epsilon}_{k+1} \leq \bar{\sigma}_k \bar{\epsilon}_k \exp \left( \bar{\lambda} \Delta t_k \right) + \| \eta \Delta t_k + l_k \xi_k \|_{\infty}
$$

where $l_k$ is the observer gain. The observer gain can be designed to take into account the magnitude of the noise in the measurements. When the observer gain $l_k$ is increased, the estimation error converges to zero faster and the estimates are less sensitive to disturbance $\eta$. When the observer gain $l_k$ is decreased, the estimates will be less affected by the measurement noise $\xi_k$.

\section{III. ROBOT-CENTRIC LOCALIZATION FOR BOUNDARY ESTIMATION}

In this section, we estimate the trajectory of the mower with a robot-centric system which allows us to use a linear motion model. The mower traverses a boundary in the lawn during the teaching phase. It can either follow a boundary wire temporarily set-up in the lawn or be tele-operated by a user.

Consider a model with a state vector $x = (x_i, q_{i,b})^T$, where $x_i \in \mathbb{R}^3$ and $q_{i,b} \in \mathbb{R}^4$ are the location and orientation quaternions of the mower at an instance for timestep $j$ with respect to its current body frame.

The motion model is given by

$$
d_t \left( \begin{array}{c} x_i \\ q_{i,b} \end{array} \right) = \begin{pmatrix} -[\omega] \times & 0 \\ 0 & \frac{1}{2} \Omega(\omega) \end{pmatrix} \left( \begin{array}{c} x_i \\ q_{i,b} \end{array} \right) - \left( \begin{array}{c} v \\ 0 \end{array} \right)
$$

where $\Omega(\omega) \in \mathbb{R}^{4 \times 4}$ is a skew symmetric matrix

$$
\Omega(\omega) = \begin{pmatrix} 0 & -\omega_x & -\omega_y & -\omega_z \\ \omega_x & 0 & \omega_z & -\omega_y \\ \omega_y & -\omega_z & 0 & \omega_x \\ \omega_z & \omega_y & -\omega_x & 0 \end{pmatrix}
$$

The measurement model $h(x)$ is a stacked vector of measurements of each landmark given by

$$
h_i(x) = y_i^{h_j} = x_i^{b_j} / \| x_i^{b_j} \|_2, \forall i \in \{1, 2, \ldots, n\}
$$

Here, $n$ is the number of landmarks. The direction vector measurement $y_i^{h_j}$ of the $i$-th landmark is taken when the landmark was first observed at timestep $j$.

Note that $x_i^{b_j} = R^T(q_{b_j})(x_i - x_b)$, where, $x_i = y_i d \in \mathbb{R}^3$ is the position of the $i$-th landmark we estimate in the robot’s body frame with the nonlinear observer given by (4) and (5).

An EKF estimator for boundary estimation is written as

$$
\dot{x} = Ax + u + K (h - h(\hat{x}))
$$

$$
\dot{P} = AP + PA^T - PH^T V^{-1} HP + W
$$

where $P$ is the covariance of the states, $A \in \mathbb{R}^{7 \times 7}$ is the state transition matrix in (14), $u = (-v_T, 0)^T \in \mathbb{R}^7$.
is the velocity input, $H$ is the vision measurement, $H$ is the Jacobian of the measurement function $h(x)$, and $V$ and $W$ are the covariance matrices that approximate the measurement noise and the process noise.

The estimator gain $K$ is given by

$$K = PH^TV^{-1}$$  \hspace{1cm} (18)

The location and orientation of the world reference frame with respect to the current body frame are updated by

$$\begin{align*}
\dot{x}_w &= \dot{x}_b + R(q_b)\dot{x}_w^b \\
\dot{q}_w &= q_b \otimes \dot{q}_w^b
\end{align*}$$  \hspace{1cm} (19)

where $\otimes$ is a quaternion multiplication.

Finally, the results of mower localization $\dot{x}_w^w$ and landmark mapping $\dot{x}_w^w$ are represented in the world reference frame by

$$\begin{pmatrix} \dot{x}_b^w \\ \dot{x}_w^w \end{pmatrix} = \begin{pmatrix} -R^T(q_w)(\dot{x}_w-x_w) \\ R^T(q_w) (\dot{x}_b-x_b) \end{pmatrix}$$  \hspace{1cm} (20)

The boundary can be defined in the lawn based on the history of the estimated trajectory $\dot{x}_w^w$ of the mower.

**IV. LOCALIZATION DURING AUTONOMOUS MOWING**

During the mowing phase, localization of an autonomous mower can be performed with the information of landmarks acquired through the teaching phase. The estimated location of the autonomous mower can be used to determine whether the mower is contained inside the estimated boundary.

The state vector of the autonomous mower is given by $((x_b^w)^T, (q_w^w)^T)^T$, where $x_b^w$ is the current location of the mower, and $q_w^w$ is its orientation in quaternions. The pose $x_b^w$ and $q_w^w$ are described in the world reference frame.

The motion model of the system is given by

$$\frac{d}{dt} \begin{pmatrix} x_b^w \\ q_b^w \end{pmatrix} = \begin{pmatrix} R(q_b^w)v \\ \frac{1}{2}\Omega(\omega)q_b^w \end{pmatrix}$$  \hspace{1cm} (21)

The measurement model $g(x_w^w, q_w^w)$ is a stacked vector of measurements of each landmark given by

$$g_i(x_w^w, q_w^w) = y_i = x_i/\|x_i\|_2, \quad \forall i \in \{1, 2, \cdots, n\}$$  \hspace{1cm} (22)

where the $i$-th landmark in the robot’s body frame $x_i$ is

$$x_i = R(q_w)(x_i^w - x_b^w)$$  \hspace{1cm} (23)

the location of the $i$-th landmark $x_i^w$ in the world reference frame is provided by the teaching phase results (20).

The states of the autonomous mower can be estimated with an EKF estimator using the motion model (21) and the measurement model (22). A world-centric representation is used since the location of the landmarks $x_i^w$ are provided by the teaching phase algorithm and the problem becomes a standard localization problem.

Containment of the robot can be determined by applying the estimated boundary and the estimate of the mower’s current location to a point-in-polygon algorithm [30]. Consider spreading a set of rays from the mower’s estimated location. The number of times the rays encounter the predefined boundary can be denoted as a winding number when the boundary is a single loop. If the winding number is odd, the mower is determined to be contained inside the boundary and it is permitted to continue mowing. If the winding number is even, the mower is outside of the boundary and mowing should be halted.

**V. SIMULATION RESULTS**

Numerical simulations are presented in this section to analyze the performance of our algorithm. We distributed 15 simulated landmark points randomly in a 3D space. Gaussian white noise with standard deviation of 3 was added to the camera pixel measurements.

Figure 3 shows the estimated depth and direction vector of one of the landmarks converging to their true values. Figure 4 shows the trajectories of the landmarks in the robot’s body
frame converging to their true position. The motion of the robot and the scene can be understood when the estimates are converted to the world reference frame through (20). Figure 5 shows simulation results of boundary estimation and landmark mapping represented in the world reference frame. The estimated boundary follows the true trajectory of the mower, and the estimated positions of the landmarks converge to their true locations. The estimated trajectory of the mower is red, and its true trajectory is blue. The red circles are the estimated positions of the landmarks, and the blue stars are their true positions.

Figure 6 shows simulation results of containment during autonomous mowing. The estimated trajectory of the robot is red, and its true trajectory is blue. The boundary estimated during the teaching phase is green. The red circles are the positions of the landmarks estimated in the teaching phase. We applied bang-bang control and randomly changed the heading direction of the mower when it approached the boundary. Threshold value of 0.4m was used in the simulation. Once the robot declared that it is inside the boundary, the mower randomly covered the given area while estimating the location of itself in the map. It is shown in Figure 6 that the estimated trajectory of the robot converges to its true trajectory.

Figure 7 shows the estimation error of the mower’s location and orientation that are used to define the boundary and generate the map. Figure 8 shows the error in the estimated location and quaternion orientation of the mower during the mowing phase. The errors converged towards zero rapidly, but oscillated continually because the mower abruptly changed its heading direction whenever it approached the boundary.

VI. TEACHING PHASE EXPERIMENTS

In this section, we demonstrate the potential of our teaching algorithm using a data set collected with our autonomous mower. Our autonomous mower is equipped with a 0-360 Panoramic Optic omnidirectional camera which can persistently capture landmarks in the scene with 360 degree field of view. A VM-100 Rugged IMU is mounted on the bottom of the camera. Ground speed measurements are provided from the mower. During the teaching phase, our mower followed a boundary wire set-up in the lawn as shown in Figure 9. The mower made a full loop while traversing a boundary and captured 1540×1540 pixels omnidirectional camera images at 4Hz. We collected inertial measurements at 100Hz and filtered the measurements from the ground speed sensor at the same rate. Figure 11 shows the angular
To demonstrate our algorithm, we manually selected 10 corners from the windows near the lawn as landmarks and tracked the points with the pyramid Lucas Kanade optical flow method \[31\]. Figure 10 shows a set of images collected from our autonomous mower. The landmarks are marked in Figure 10 with red dots. To extract the direction vector measurements \(y\), the pixel coordinates \(p = (p_u, p_v, 1)^T\) of each feature were transformed to normalized image coordinates with

\[ p_n = C^{-1} p = (p_x, p_y, 1)^T, \]

where \(C\) is the camera projection matrix. The calibration parameters for our camera are shown in Table I. The normalized coordinates \(p_n\) were projected on a unit sphere through the method described in \[32\] which is given by

\[
y = \begin{pmatrix}
\frac{\zeta + \sqrt{1 + (1 - \zeta^2)(p_x^2 + p_y^2)}}{p_x^2 + p_y^2 + 1} p_x \\
\frac{\zeta + \sqrt{1 + (1 - \zeta^2)(p_x^2 + p_y^2)}}{p_x^2 + p_y^2 + 1} p_y \\
\frac{\zeta + \sqrt{1 + (1 - \zeta^2)(p_x^2 + p_y^2)}}{p_x^2 + p_y^2 + 1} - \zeta 
\end{pmatrix}
\]  

(24)

where \(\zeta\) is a mirror transformation parameter. Figure 12 shows the unit sphere projection of the landmarks measured from the omnidirectional camera at each timestep.

Figure 13 shows the depth of a landmark estimated with pseudo-measurements and the direction vector of the landmark filtering the unit sphere vision measurements. Figure 14 demonstrates the landmark mapping and boundary teaching with the data set collected using our mower. The estimated boundary, which the mower traversed, is marked with red. The blue circles are the estimated positions of the landmarks. Shape of the estimated boundary and the estimated positions of the landmarks resemble the actual configuration. We plan to acquire ground truth information to analyze the experimental results quantitatively in the near future.

VII. CONCLUSION

A vision based localization and mapping algorithm for an autonomous mower was presented in this paper. A nonlinear observer was designed for robot-centric landmark mapping, and a boundary estimation strategy using localization results was described. We proposed to use the estimated boundary and landmark map to estimate the location of the mower for
autonomous mowing. Numerical simulations illustrated the convergence of the estimates and the capability of using the estimates for containment of the mower. Preliminary experimental results showed boundary estimation and landmark mapping with a set of data collected with our autonomous mower.

In the future, we plan to use a larger set of vision data with a more robust tracking algorithm. Loop closing techniques will also be applied to further improve the estimation results. We aim to provide the experimental data processed through the teaching phase to the mower and demonstrate fully autonomous mowing and containment with no infrastructure.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal Length $(f_x, f_y)$</td>
<td>$(476.60667, 476.74991)$</td>
</tr>
<tr>
<td>Principal Point $(u_0, v_0)$</td>
<td>$(775.11715, 778.91684)$</td>
</tr>
<tr>
<td>Mirror Transformation $\xi$</td>
<td>0.02036</td>
</tr>
<tr>
<td>Skew $\alpha$</td>
<td>0</td>
</tr>
<tr>
<td>Distortion $(k_1, k_2, k_3, k_4)$</td>
<td>$(-0.17357, 0.02025, -0.00209, 0.00091, 0)$</td>
</tr>
<tr>
<td>Pixel Error $(e_x, e_y)$</td>
<td>$(0.50505, 0.61821)$</td>
</tr>
</tbody>
</table>

| TABLE I                          |                              |
| Calibration results                          |                              |